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ABSTRACT 

 
Video summarization is a useful tool which allows a user to 
grasp rapidly the essence of a video. In the development of 
this research topic we propose a new method based on 
different individual content segmentation and selection tools 
in a collaborative system. The main innovation of this work 
is to merge results from different approaches, so as to 
benefit from their respective qualities. Our system is 
organized in two phases: first segmentation of the video, 
second identification of relevant and redundant segments. 
The final list of selected segments is used to concatenate the 
video segments and build the final summary. In order to 
assess the effectiveness of this organization, we evaluate our 
system with a method based on the TRECVID 2007 BBC 
rushes summarization evaluation pilot and compare our 
performance with existing systems. 

Index Terms— Video Summarization, Rushes, 
TRECVID, evaluation, MPEG-7 
 

1. INTRODUCTION 
 
A summary is a shortened version of the original document. 
The main purpose of such a condensation is to highlight the 
major points from the original (much longer) subject, e.g. a 
text, a film or an event. The aim is to help the audience get 
the gist in a short period of time. Automatic video 
summarization is a challenge since it requires making 
decisions about the semantic content and importance of each 
segment in a video. This factor complicates the 
development of automatic video summarization systems and 
evaluation methods. 
In the TRECVID 2007 BBC rushes summarization 
evaluation pilot [1], the task is to automatically create an 
MPEG-1 summary clip no longer than 4% of the full video 
that shows the main objects and events in the video. To 
evaluate the generated summaries, a human assessor views 
the summary using only the Play and Pause controls and 
compares visible objects/events with a predefined ground 
truth. Several indicators are collected during this evaluation, 

in particular the percentage of ground truth topics found is a 
measure of the information contained in the summary. 
 

2. COLLABORATIVE APPROACH 
 
This work takes place within the K-Space European 
Network of Excellence. The general objective of the 
network is to narrow the gap between low-level content 
descriptors and high-level human interpretations of 
audiovisual media [8]. Within the scope of this network, we 
are collaborating to develop an automatic summarization 
system. The main idea is to merge results from various 
approaches, so that the final summary can be decided based 
on a variety of information. We expect that a combined 
approach would be more accurate and more robust than 
individual systems. In order to implement this strategy in 
the framework of the TRECVID rushes summarization task, 
we have designed a two-phase architecture: 
 First, we build a common segmentation of the video. 

This is achieved by merging segmentations based on 
different indicators. 

 Second, the common segments are evaluated for 
redundancy and relevance. Each partner contributes by 
suggesting lists of relevant and redundant segments. 
Those lists are fused to compose a final ranked list of 
selected segments. 

Figure 1 gives a graphical overview of this organization. 
The construction of the video summaries is therefore 
performed through the following steps: 
1. Each partner proposes one or more segmentations of 

the original video, based on various indicators, and 
including confidence values for each suggested 
boundary. 

2. Those segmentations are fused to produce a common 
segmentation of the original video. 

3. Each partner analyses the common segments to detect 
redundancies and assess relevance. Two results are 
produced. First, a list of redundant segments, which 
shall not be included in the summary because they do 
not exhibit interesting content, or because they are 

29978-1-4244-1764-3/08/$25.00 ©2008 IEEE ICIP 2008

Authorized licensed use limited to: Telecom ParisTech. Downloaded on March 21,2010 at 08:15:18 EDT from IEEE Xplore.  Restrictions apply. 



similar to other segments. Second, a ranked list of 
selected segments, which provide an indication of the 
importance of each common segment with respect to 
the information contained in the original video. 

4. These lists are fused to produce a ranked list of 
common selected segments. Redundancy and relevance 
are taken into account to produce this list. 

5. Finally, a video summary is constructed by 
concatenating the video clips of the selected segments. 

 

 
Figure 1: Overview of the collaborative summarization 
process. 
 

3. COMMON SEGMENTATION 
 
In a first step several segmentations of the original video are 
produced, based on various indicators and features. 
One segmentation is a hard cut detection [2] (as this is the 
only type of transition appearing in unedited material) based 
on a SVM on color differences of three subsequent frames. 
The SVM is implemented through LIBSVM. To train the 
SVM classifier, ground truth from the TRECVID 2006 shot 
boundary detection task has been used. 
The second segmentation is a shot boundary detection: we 
consider a sliding window over video frames centered on 
the current frame. To compute the distance between two 
frames, we build a 16-region HSV histogram for each 
frame. For each pre-frame and post-frame, we compute 
frame similarity between this frame and the central frame. 
We compare the ranking of pre-frames and post-frames, and 
we detect a transition when the number of top ranked pre-
frames is greater than a predefined threshold. 
 

Then the different segmentations are fused in order to 
produce a common temporal representation. The task is one 
of selecting the most relevant segment boundaries among 
the alternative ones (outputs by the different systems), using 
the confidence values associated with them. 
First, we normalize the confidence values corresponding to 
each alternative system to make them commensurate. This is 
done by standardizing the confidence values, i.e. centering 
them and setting their variance to 1. 
We then use an agglomerative clustering algorithm [4][5] to 
group together the closest boundaries. The algorithm starts 
with as many clusters as original data objects, where the 
data objects are the boundary times, measuring the 
proximities between all pairs of clusters and grouping 
together the closest pairs into new clusters. The algorithm 
stops when all the objects lie in a single cluster. The result 
of this procedure is a graph (called dendrogram) which 
depicts the relations and proximities between the obtained 
nested clusters. Boundary clusters are then formed by 
processing the dendrogram in such a way that the distances 
between all the boundaries grouped together in a cluster 
remain smaller than 5 seconds. 
The last step consists in selecting the best representative of 
each boundary cluster. This is done as follows:  
 for singleton clusters, the candidate boundary is kept 

only if its (standardized) confidence value is greater 
than -1; 

 for the non-singleton clusters, the boundary exhibiting 
the highest confidence value is selected. 

 
4. SEGMENT SELECTION APPROACHES 

 
We use two strategies for determining segments to be 
included into the summary. One is the explicit selection of 
segments that are found to be relevant. For each of these 
segments, a relevance value is determined. The other is to 
determine redundant segments that shall not be included. 
The redundancy of a segment can be absolute (i.e. the 
content is not needed, e.g. a shot containing a color bar) or 
relative w.r.t. to a set of segments, i.e. these segments 
contain the same content and only one out of such a set 
needs to be considered. In the following we describe the 
approaches we have used to gather lists of selected and 
redundant segments. 
 
4.1 Relevance Detection Approaches 
Approach 1 
A list of relevant segments based on visual features is 
created from visual activity and face detection results. The 
visual activity is normalized and segments with an activity 
exceeding 1.5 × standard deviation are used as candidates. 
The relevance value is reduced if no faces are present. 
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Redundant/Selected 
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Segmentation Fusion 

Video Sequence 
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Temporal filtering is applied to remove outliers and enforce 
longer segments. 
Approach 2 
We divide the original video into one second segments, and 
we cluster these segments by agglomerative hierarchical 
clustering. We represent the one second segments by a HSV 
histogram. The distance between two such segments is 
computed as the Euclidean distance of the histograms, and 
the distance between two clusters is the average distance 
across all possible pairs of one second segments of each 
cluster. 
We then iteratively select common segments which cover a 
maximum of content [3]. The importance of a common 
segment is defined as the number of clusters it contains.  
 
4.2 Redundancy Detection Approaches 
Approach 1 
A straightforward approach for determining redundant 
segments is to identify color bars and monochrome frames. 
This is done by analyzing the standard deviation of columns 
of the frames [2]. If it is below a threshold for virtually all 
frames of a shot, this shot is marked as redundant. 
Approach 2 
Pattern models are used to detect redundant shots such as 
bars and monochrome images. Similar segments are 
detected when they contain the same clusters (as defined in 
approach 2 for relevance). 
Approach 3 
The take clustering approach proposed in [6] is used to 
identify and group several (possibly partial) takes of one 
scene. The approach is based on matching sequences of 
visual features using a variant of the Longest Common 
Subsequence (LCSS) algorithm and applying hierarchical 
clustering [5] to the resulting distance matrix. 
 

5. FUSION OF SEGMENT SELECTIONS 
 
The fusion step merges the different lists of selected and 
redundant segments in order to produce an output selection 
list of segments which shall be included in the final 
summary. The fusion step (i) transforms relative into 
absolute redundant segment lists, (ii) combines the relevant 
and redundant segment lists, (iii) selects an appropriate 
threshold and adapts the segment selection to the length 
constraints of the summary. 
Relative redundancy information such as that about take 
clustering cannot be used directly, as not all but only all but 
one segments of a cluster are redundant. The reason for 
deferring this decision into fusion is that more information 
is available and other input can be used. We have 
implemented two approaches: The first option is to use the 
longest of the alternative takes. This ensures that most of the 
content of the take is included, even if it is unique to this 

take (e.g. this could be the only complete take, while the 
others in the cluster are only partial takes). The 
disadvantage is that parts of this take may need to be 
discarded later to fulfill length constraints. The second 
option is to use a clip that is most representative for the 
cluster, i.e. is shared by most of the alternative takes and has 
a high relevance. Applying one of these strategies allows 
treating the selected take or clip as relevant and the others as 
redundant. 
The lists of relevant and redundant segment are interpreted 
as relevance functions rel(t) and red(t) over time t. The 
selection function is then given as 
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where nrel and nred are the number of input relevant and 
redundant segment lists, wrel and wred are the relative 
weights of relevance and redundancy information and  is a 
threshold. 
The next step is to determine , so that t select(t) is 
maximum while t select(t)  T, with T being the maximum 
duration of the selected segments (i.e. the maximum length 
of the summary). The optimization problem is solved using 
binary search. Very short segments (less than one second)) 
in the result are discarded, as they are hard to perceive and 
rather disturbing in the summary. 
Especially in cases where few input lists are available, a 
number of segments with equal total relevance values may 
exist, so that – depending on the choice of the threshold – 
all of them are kept or discarded. As a result summaries that 
are much shorter than the maximum length are created. To 
avoid this we apply the following strategy, if the length of 
the summary would be below 90% of the maximum length: 
 is set to the relevance of the segments in question, i.e. so 

that they are included. If several segments from one shot of 
the common segmentation are selected, only the longest is 
kept. Of the remaining segments we iteratively select the 
longest segment and crop beginning and end until the length 
constraint is matched. 
 

6. EVALUATION 
 
We experiment our method on 7 videos of the TRECVID 
BBC Rushes Task 2007 test set. It consists of unedited 
video footage, shot mainly for five series of BBC programs. 
In the development of video summarization systems, one of 
the main problems remains evaluation. We use an automatic 
evaluation method based on a Bayes Network and proposed 
in [7]. This method has a strong positive correlation 
(Pearson’s coefficient = 0.77), a moderate agreement 
(Kappa's coefficient = 0.49) and a weak variability (MSE = 
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0.043) with the manual evaluation method used for the 
official TRECVID evaluation [1]. 
In our method, we automatically evaluate the metric called 
IN, i.e. the percentage of topics found in the summary. A 
topic describes a video segment concerning people, things, 
events, locations, etc. and combinations of the former with a 
specific camera motion. Table 1 shows IN for different 
segment selections: Common selection 1 uses the longest of 
the alternative takes with wrel=0.7 and wred=0.3, Common 
selection 2 uses the longest of the alternative takes with 
wrel=wred and Common selection 3 uses a representative clip 
of a take cluster with wrel=wred. 
 

 M
R

S157443 

M
R

S035132 

M
R

S150148 

M
R

S157475 

M
S237650 

M
R

S043400 

M
S212920 

M
ean 

Selection 1 0.25 0.00 0.25 0.33 0.17 0.33 0.00 0.19 

Selection 2 0.17 0.00 0.25 0.25 0.17 0.11 0.08 0.15 

Common 
selection 1 

0.33 0.00 0.50 0.33 0.17 0.22 0.33 0.27 

Common 
selection 2 

0.67 0.00 0.50 0.42 0.25 0.22 0.33 0.34 

Common 
selection 3 

0.58 0.00 0.50 0.42 0.17 0.33 0.33 0.33 

 
Table 1: Collaborative summary evaluation. 

 
Those results show that the fusion of selections generally 
performs better than each of the selection. The poor results 
for video MRS035132 are due to a bad estimation of the IN 
percentage by the Bayes network. A manual evaluation 
would have given a value of IN equal to 0.33. 
In the case of video MS212920, two selections with IN 
values of 0 and 0.08, are fused into a selection with a IN 
value of 0.33: the explanation is that the common selection 
is also considering segments with lower ranks which are not 
included in each of the selection. When such segments are 
relevant, they increase the score of the common selection. 
The evaluation is limited because of the availability of 
ground truth data. Despite its limitation, these experiments 
show a trend for the common selection to improve over the 
individual ones. 
 

7. CONCLUSION 
 
The current fusion method is a rather straightforward 
approach. The first results that we have obtained are 
encouraging, and motivate us to explore such combinations 
further. We are currently in the process of annotating 
segment selection ground truth on a larger subset of the 

TRECVID 2007 data set. Once this is available, segment 
selection can be treated as a joint labeling and segmentation 
problem, i.e. producing the output selection segmentation 
based on the different input sequences. Such a problem 
could be for example solved using Hidden Markov Models 
or Conditional Random Fields. With a larger data set for 
training and evaluation, the fusion mechanisms should be 
more robust, and lead to more substantial and consistent 
improvements in the evaluation. 
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